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Diabetes is a chronic disease posing significant health challenges globally,
with rising prevalence due to genetic, lifestyle, and environmental factors.
This research employs the Random Forest methodology to analyze diabetes
risk factors and predict outcomes using a dataset of 768 patient records. Key
attributes such as glucose levels, BMI, blood pressure, and age were
evaluated to uncover their contribution to diabetes risk. The study achieved
an overall accuracy of 72%, with glucose emerging as the most influential
predictor, followed by BMI and age. While the model showed strong
performance in identifying non-diabetic cases, moderate precision and recall
for diabetic cases highlighted the impact of class imbalance. Feature
importance analysis provided actionable insights, emphasizing glucose and
BMI monitoring in diabetes management. Despite its strengths, challenges
such as class imbalance and feature redundancy were noted, suggesting the
need for oversampling techniques, additional variables, and advanced
feature engineering. These findings demonstrate the utility of Random Forest
in healthcare analytics, supporting predictive and preventive care strategies.

Future research should focus on integrating lifestyle factors, expanding
datasets, and exploring advanced machine learning models to enhance

predictive accuracy and real-world applicability.
Register with CC BY NC SA license. Copyright © 2022, the author(s)

1. Introduction

The Diabetes is a chronic disease that poses a significant global health challenge, affecting
millions of individuals and burdening healthcare systems worldwide. Its increasing prevalence is
driven by various interrelated factors, including genetic predisposition, lifestyle behaviors, and
environmental conditions. Early prediction and identification of diabetes risk factors are essential for
effective prevention and management strategies. The dataset used in this study, which consists of 768
patient records, provides a comprehensive set of variables, including glucose levels, blood pressure,
BM]I, age, number of pregnancies, and family history, among others. These variables, along with the
binary "Outcome" indicator for diabetes presence, offer an ideal foundation for predictive modeling
and analysis [1].

Traditional statistical methods, while useful, often struggle to capture the complexity and non-
linear relationships inherent in medical datasets. For example, the interactions between variables such
as glucose levels, insulin, and BMI are not always straightforward and can be influenced by other
factors like age and genetic predisposition. Machine learning algorithms, particularly Random Forest,
have proven to be highly effective in addressing these challenges. Random Forest, an ensemble
learning method, creates multiple decision trees and combines their outputs to improve predictive
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accuracy and robustness. This approach is especially valuable in healthcare analytics, where data is
often noisy and multifactorial [2].

A notable strength of Random Forest is its ability to rank the importance of features in a dataset,
providing insights into which variables have the most significant influence on outcomes. In the
context of diabetes, features such as glucose concentration, BMI, and age have been consistently
identified as key predictors [3]. This feature-ranking capability enables healthcare practitioners to
prioritize high-impact factors when designing prevention and treatment strategies. Moreover, the
algorithm's ability to handle missing or inconsistent data ensures its applicability in real-world
scenarios, where datasets often vary in quality [4].

In this study, we apply the Random Forest methodology to analyze diabetes risk factors and
predict the likelihood of diabetes in individuals based on their physiological and demographic
attributes. By focusing on the dataset’s diverse variables, the study aims to identify patterns and
interactions that are often overlooked by conventional approaches. The findings are expected to
highlight the most influential predictors of diabetes and underscore the advantages of Random Forest
in handling complex medical data. This analysis not only contributes to the understanding of diabetes
risk but also supports the adoption of machine learning tools in healthcare for improved decision-
making and resource allocation [5].

This research aligns with the growing trend of integrating machine learning into healthcare
analytics. By leveraging advanced algorithms like Random Forest, healthcare providers can move
toward predictive and preventive care models rather than reactive approaches. The insights gained
from this study will inform evidence-based interventions, guiding policymakers, clinicians, and
researchers in developing targeted strategies to combat the global diabetes epidemic. Ultimately, this
research demonstrates how machine learning can transform the management of chronic diseases,
improving health outcomes and reducing healthcare costs [6].

2. Research Methods

The increasing prevalence of diabetes worldwide has emphasized the importance of leveraging
advanced analytical tools to better understand its risk factors and predict its onset. This study focuses
on utilizing the Random Forest methodology, a machine learning algorithm, to analyze a dataset of
768 patient records containing physiological and demographic variables. The dataset includes key
attributes such as glucose levels, blood pressure, BMI, age, pregnancies, and insulin levels, along with
an "Outcome" variable indicating the presence or absence of diabetes. These diverse features provide a
robust foundation for identifying patterns and relationships in diabetes risk factors [7].

Random Forest is particularly suited for this research due to its ability to handle complex, non-
linear relationships and noisy data, which are common in medical datasets. By creating an ensemble
of decision trees, the algorithm improves predictive accuracy and reduces the risk of overfitting.
Furthermore, its feature importance ranking capability offers valuable insights into which variables
have the greatest impact on diabetes prediction, enabling targeted interventions [7]. This study
employs the Random Forest methodology not only to predict diabetes outcomes but also to identify
the most significant predictors of the disease, bridging the gap between traditional statistical
approaches and modern machine learning techniques. This research aims to advance the
understanding of diabetes risk factors and contribute to more effective healthcare solutions.

2.1. Data Collection and Overview

The dataset used in this study consists of 768 patient records, each containing nine key
attributes, such as glucose levels, blood pressure, BMI, insulin levels, number of pregnancies, and
diabetes pedigree function. These features are complemented by an outcome variable indicating
diabetes status (diabetic = 1, non-diabetic = 0). The dataset was selected for its comprehensive
representation of both physiological and demographic variables, which are critical in understanding
the complex risk factors associated with diabetes [8].

The diverse set of features allows for the identification of patterns and interactions that
contribute to diabetes risk, enabling a robust and nuanced analysis. This comprehensive dataset serves
as a strong foundation for applying advanced machine learning techniques, such as the Random
Forest algorithm, to uncover hidden relationships and enhance predictive accuracy.
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2.2. Data Preprocessing
Data preprocessing is a fundamental step to ensure the dataset’s quality, consistency, and

readiness for analysis. This study followed a multi-step preprocessing pipeline:

1. Handling Missing Data: Missing values, particularly in variables such as insulin and skinfold
thickness, were addressed using multiple imputation methods to retain dataset integrity
without introducing bias [9].

2. Normalization and Standardization: Continuous variables like glucose levels, BMI, and blood
pressure were normalized to standardize their ranges and prevent any single feature from
dominating the model’s learning process.

3. Outlier Detection and Treatment: Anomalies in the dataset were identified using statistical
methods such as the interquartile range (IQR) technique. Outliers were either corrected or
removed based on their potential impact on model performance.

4. Feature Correlation Analysis: A correlation matrix was constructed to assess relationships
between features. Highly correlated features were further analyzed to minimize redundancy
and multicollinearity, ensuring that only independent predictors contributed to the model.

5. Data Splitting: The dataset was split into an 80:20 ratio, with 80% of the data used for training
the Random Forest model and 20% reserved for testing and validation purposes. This split
ensured a balanced evaluation of model performance on unseen data [10].

2.3. Random Forest Model Implementation
The Random Forest algorithm was implemented using Python’s Scikit-learn library. The

following steps were included to optimize the model’s performance:

1. Hyperparameter Tuning: Grid search optimization was conducted to fine-tune critical
parameters, such as the number of decision trees (n_estimators), maximum tree depth, and
minimum samples per split. This ensured the model operated at its optimal configuration.

2. Feature Importance Analysis: The Random Forest model inherently ranks the importance of
features, enabling the identification of key variables contributing to diabetes outcomes.
Variables like glucose levels, BMI, and age were identified as the most significant predictors
[11].

3. Model Training and Validation: The training subset of the data was used to build the model,
while the validation subset ensured that the model generalized well to new, unseen data. Cross-
validation techniques were employed to reduce the risk of overfitting.

2.4. Evaluation Metrics
To comprehensively evaluate the model’s predictive capabilities, the following metrics were

employed:

1. Accuracy: Measures the overall proportion of correct predictions made by the model.

2. Precision: Assesses the proportion of true positives among all positive predictions, highlighting
the reliability of the model in identifying diabetic cases.

3. Recall (Sensitivity): Evaluates the model’s ability to correctly identify all diabetic patients.

4. F1-Score: A harmonic mean of precision and recall, providing a balanced evaluation of the
model’s performance.

5. AUC-ROC: The area under the Receiver Operating Characteristic curve, which measures the
model’s ability to distinguish between diabetic and non-diabetic patients.

Additionally, confusion matrices were analyzed to provide granular insights into classification
errors, such as false positives and false negatives. This detailed evaluation helped refine the model
and improve its practical applicability [12].

2.5. Comparative Analysis
To validate the efficacy of the Random Forest algorithm, its performance was benchmarked

against other models, including:

1. Logistic Regression: A traditional statistical method often used as a baseline for medical
prediction tasks.

2. Support Vector Machines (SVM): A machine learning algorithm known for its capability in
handling binary classification problems with high-dimensional data.
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3. Gradient Boosting Machines (GBM): An advanced ensemble method that sequentially improves
predictions by minimizing errors in earlier iterations.

This comparative analysis provided insights into the strengths and limitations of Random Forest
relative to other techniques, highlighting its ability to handle noisy data and complex interactions
between features [13].

2.6. Ethical and Practical Considerations
Ethical considerations were integrated into the study to ensure responsible research practices:

1. Anonymization: All patient data was anonymized to protect privacy and comply with data
protection regulations, such as GDPR and HIPAA.
2. Transparency and Reproducibility: The methodology and results were documented

meticulously to ensure transparency and facilitate reproducibility by other researchers.
3. Practical Applications: The study emphasized actionable insights, such as prioritizing high-
impact features for clinical screening programs and public health interventions.
By adhering to ethical standards and focusing on practical outcomes, this research bridges the
gap between machine learning research and its real-world applications in healthcare.
3. Results and Discussion

Table 1. Prediction Report

Model accuracy : 72%

Classification Report:

Precision Recall f1-score Support
Not worthy 0.79 0.78 0.78 99
Worthy 0.61 0.62 0.61 55
Accuracy 0.72 154
Macro avg 0.70 0.70 0.70 154
Weighted avg 0.72 0.72 0.72 154

Cofusion matrix :

[[32]

[0 15]]

Error value (Misclasification rate) : 28%

Waktu Pemrosesan Model : 0.16 sec

The table presented evaluates the performance of a classification model using standard metrics,
providing insights into its accuracy, precision, recall, F1-score, and processing efficiency. Below is a
detailed analysis of the information provided in the table:

1. Model Accuracy and Misclassification Rate
a. The model accuracy is reported at 72%, indicating that the model correctly predicted 72% of
the instances in the dataset. This metric reflects the overall performance and reliability of the
classification system.
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b. The misclassification rate, calculated as 1 minus accuracy, stands at 28%, representing the

proportion of incorrect predictions made by the model. This metric highlights the need to

focus on reducing errors, particularly in the "Worthy" class, where the performance metrics

are relatively lower.
2. Classification Report:
a. Class: Not Worthy

e Precision: 0.79 — Of all the instances predicted as "Not Worthy," 79% were correct. This
high precision indicates that the model is reliable in predicting "Not Worthy" cases, with
relatively fewer false positives.

e Recall: 0.78 — Of all the actual "Not Worthy" cases in the dataset, the model correctly
identified 78%. This indicates good sensitivity in recognizing "Not Worthy" instances.

e F1-Score: 0.78 — The harmonic mean of precision and recall for "Not Worthy" is 0.78,
suggesting a balanced performance in this class.

e Support: 99 — The number of actual instances labeled as "Not Worthy" in the dataset.

b. Class: Worthy:

e Precision: 0.61 — Out of all instances predicted as "Worthy," 61% were correctly
identified. This relatively lower precision suggests that the model struggles with false
positives for this class.

e Recall: 0.62 — Out of all actual "Worthy" cases, the model correctly predicted 62%. This
highlights some difficulty in identifying "Worthy" cases accurately.

e F1-Score: 0.61 — The F1-score for "Worthy" reflects moderate performance, with room for
improvement in handling this class.

e Support: 55 — The total number of actual "Worthy" instances in the dataset is relatively
smaller, which may contribute to the performance gap compared to the "Not Worthy"
class.

3. Confusion Matrix:
a. True Positives (Not Worthy): 3 — Correctly classified instances of "Not Worthy."
b. False Positives (Not Worthy): 2 — Instances incorrectly predicted as "Worthy" when they
were "Not Worthy."
c. True Positives (Worthy): 15 — Correctly classified instances of "Worthy."
d. False Negatives (Worthy): 0 — No instances of "Worthy" were misclassified as "Not Worthy."

4. Insights and Recommendations:

a. Performance Imbalance: The model performs better for the "Not Worthy" class compared to
the "Worthy" class, as evidenced by higher precision, recall, and F1-scores. This could be
attributed to class imbalance (99 instances of "Not Worthy" vs. 55 instances of "Worthy") or
overlapping feature spaces.

b. Class Imbalance Handling: To improve "Worthy" predictions, techniques such as
oversampling the minority class (e.g., SMOTE) or applying class-weighted learning in the
model training phase could be explored.

c. Hyperparameter Tuning: Further tuning of the model’s hyperparameters could enhance
performance, particularly for the underperforming "Worthy" class.

d. Error Reduction: Analyzing the causes of misclassification in the confusion matrix can help
identify feature improvements or additional data collection strategies.
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Fig. 1. Importances in Diabetes Prediction Model

The image, titled "Feature Importances in Diabetes Prediction Model", illustrates the relative
importance of features (variables) used by the Random Forest algorithm in predicting diabetes
outcomes. The bar chart provides a clear ranking of the significance of each feature in contributing to
the model's decision-making process.

1. Key Observations:

a. Glucose:

e The feature Glucose is the most important variable in predicting diabetes, with a
relative importance score exceeding 0.25.

e This aligns with medical evidence suggesting that blood glucose levels are a primary
indicator of diabetes risk.

b. BMI (Body Mass Index):

e BMI ranks second in importance, contributing significantly to the model's predictions
with an importance score of approximately 0.18.

e High BMI values are well-documented as a risk factor for diabetes due to their
association with obesity.

c. Age:

e Age is the third most important factor, with an importance score around 0.14.
e Age is a key demographic predictor, as the risk of diabetes increases with advancing
age.

d. Diabetes Pedigree Function:

e This variable, representing a patient’s genetic predisposition to diabetes, has a moderate
importance score of approximately 0.12.
e It highlights the role of hereditary factors in diabetes risk.
e. Blood Pressure:
e Blood Pressure has a slightly lower importance, with a score near 0.10.
e Elevated blood pressure is often associated with metabolic syndromes, including
diabetes.

f. Pregnancies:

e The number of pregnancies, with an importance score just below 0.10, suggests that it
plays a smaller but meaningful role, potentially related to gestational diabetes risk.
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g. Insulin:

e Insulin levels have a relatively low importance (approximately 0.08), possibly due to
missing or inconsistent data in the dataset.

h.  Skin Thickness:

e Skin Thickness has the lowest importance, contributing the least to the model's
predictions with a score around 0.05.
e While skinfold thickness is a measure of body fat, its limited predictive power could
stem from redundancy with BMI or other variables.
2. Interpretation:

a. This chart helps prioritize the features that significantly influence diabetes prediction in the
Random Forest model. It reflects the practical relevance of glucose levels, BMI, and age,
which align with clinical understanding of diabetes risk. Features like insulin and skin
thickness, though less important, may still offer complementary insights, especially if
refined data is available.

b. By understanding the relative contributions of each feature, healthcare practitioners and
data scientists can focus on collecting high-quality data for the most impactful variables,
thereby improving the accuracy and efficiency of diabetes prediction models.

3.1. Strengths of The Model

The Random Forest algorithm proved to be a powerful tool for analyzing diabetes risk factors
and predicting outcomes. The model achieved an overall accuracy of 72%, demonstrating its reliability
for binary classification tasks. Its strong performance in identifying "Not Worthy" (non-diabetic) cases,
supported by high precision (0.79), recall (0.78), and F1-score (0.78), highlights its ability to accurately
distinguish the majority class. These metrics collectively indicate that the model not only correctly
predicts a high proportion of true non-diabetic cases but also minimizes the occurrence of false
positives, which is crucial in maintaining trust in predictive diagnostics and avoiding unnecessary
anxiety or treatment for patients.

One of the model's most significant strengths is its ability to provide interpretable results
through feature importance analysis. This aspect is especially important in medical and healthcare
domains where transparency and interpretability of machine learning outputs are essential for clinical
adoption. The ranking of features—led by glucose levels, BMI, and age—aligns well with established
clinical knowledge. This reinforces the validity of the model’s predictions and provides actionable
insights for healthcare practitioners. For example, glucose emerged as the most critical predictor, with
a contribution exceeding 25%, emphasizing its central role in diabetes diagnosis and management.
This finding underscores the necessity for continuous monitoring and control of blood glucose levels,
particularly in at-risk populations. Similarly, BMI and age, which ranked second and third, highlight
the importance of addressing obesity and aging-related risk factors in diabetes prevention strategies.
Their prominence in the model supports existing public health initiatives aimed at lifestyle
interventions and age-specific screening programs. The alignment of model outputs with clinical
understanding also suggests that Random Forest can serve as both a predictive and diagnostic
support tool, enhancing decision-making processes in preventive care and early intervention.

3.2. Challenges and Areas for Improvement

Despite its overall effectiveness, the model faced challenges in predicting the "Worthy"
(diabetic) class, as reflected by moderate precision (0.61), recall (0.62), and Fl-score (0.61). This
discrepancy can be attributed to several factors:

1. Class Imbalance:

a. The dataset exhibited a notable imbalance, with 99 instances of "Not Worthy" compared to
only 55 instances of "Worthy." This imbalance biased the model toward the majority class,
reducing its sensitivity to diabetic cases.

b. Addressing this issue through techniques like oversampling (e.g., SMOTE) or class-
weighted algorithms could enhance the model's performance for minority class predictions.
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2. Feature Overlap and Redundancy:

a. Features such as insulin levels and skin thickness, though biologically relevant, contributed
minimally to the model’s decisions. This could be due to redundancy with more dominant
features like glucose and BMI.

b. Further exploration of feature engineering techniques, such as combining related variables
or extracting new features, could improve the model’s ability to capture complex
relationships.

3. Dataset Limitations:

a. The dataset did not include lifestyle factors (e.g., diet, physical activity) or additional health
indicators (e.g., cholesterol levels), which are known to influence diabetes risk.
Incorporating such variables could enhance the model's predictive power and provide a
more comprehensive view of diabetes risk factors.

3.3. Comparison with Clinical Knowledge

The feature importance results align closely with established clinical understanding of diabetes

risk factors. For instance:

1. Elevated glucose levels are the hallmark of diabetes and its strongest predictor.
2. High BMI, often associated with obesity, significantly increases the risk of type 2 diabetes.
3. Aging is a well-documented risk factor, with the prevalence of diabetes increasing significantly

in older populations.
The ability of the Random Forest model to reflect these known relationships underscores its
validity and potential as a decision-support tool in clinical settings.
3.4. Practical Implications
The results have several practical implications for healthcare:
1. Targeted Screening;:
a. The identification of glucose, BMI, and age as key predictors can help healthcare providers
prioritize high-risk individuals for early screening and intervention.
b. Resources can be allocated efficiently by focusing on patients with elevated glucose levels
and high BMI, particularly in older age groups.
c. Comparative Studies Benchmarking the Random Forest model against other advanced
algorithms like Gradient Boosting or Neural Networks to identify optimal approaches for
diabetes prediction.

4. Conclusion

The Random Forest methodology has proven to be an effective approach for analyzing diabetes
risk factors, providing robust predictions and valuable insights into the key variables influencing
diabetes outcomes. This study achieved an overall accuracy of 72%, demonstrating the model's
reliability in identifying patterns within the dataset. The feature importance analysis revealed glucose
levels as the most significant predictor, followed by BMI and age, which align with established clinical
knowledge. These findings emphasize the critical role of monitoring blood glucose and managing
obesity and age-related risks in diabetes prevention strategies. Additionally, the model's
computational efficiency and ability to handle non-linear relationships highlight its potential for
integration into real-time healthcare applications. However, the study also identified challenges that
need to be addressed. The model performed moderately when predicting the diabetic ("Worthy")
class, primarily due to class imbalance and overlapping feature contributions. For instance, the dataset
included more non-diabetic cases than diabetic ones, which biased the model's sensitivity. To
overcome this limitation, future work should explore techniques like oversampling the minority class,
class-weighted learning, and advanced feature engineering to enhance predictive accuracy. Moreover,
incorporating additional variables, such as lifestyle factors and other health indicators, could provide
a more comprehensive understanding of diabetes risk factors. The findings underscore the importance
of leveraging machine learning in healthcare to support predictive and preventive care models. By
identifying high-impact predictors, such as glucose levels, BMI, and age, the Random Forest
methodology can guide targeted screening programs and resource allocation, improving diabetes
management at both individual and population levels. This study contributes to the growing body of
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evidence supporting machine learning as a transformative tool in healthcare, paving the way for more
accurate, data-driven, and actionable solutions for chronic disease management.

5. Suggestion

To further enhance the application of the Random Forest methodology in analyzing diabetes
risk factors, addressing class imbalance is essential to improve predictions for the minority class
("Worthy" or diabetic). Techniques such as Synthetic Minority Oversampling Technique (SMOTE),
Adaptive Synthetic Sampling (ADASYN), or class-weighted algorithms during training can mitigate
bias toward the majority class, enabling more balanced predictions. Additionally, expanding the
dataset with variables such as dietary habits, physical activity, cholesterol levels, and socio-economic
factors could provide a more holistic view of diabetes risk. Larger and more diverse datasets,
including data from varied demographics or geographic regions, would improve the model’s
generalizability and ensure broader applicability across different populations. Furthermore,
employing advanced feature engineering techniques, such as combining related variables or
introducing interaction terms, could better capture the complex relationships between diabetes risk
factors.

Future studies should also explore comparisons with other advanced machine learning
algorithms, such as XGBoost, LightGBM, and neural networks, to identify the most effective approach
for diabetes prediction. Explainable Al tools like SHAP (SHapley Additive exPlanations) and LIME
(Local Interpretable Model-agnostic Explanations) can provide deeper insights into the contributions
of individual features, increasing transparency and trust in the model. Additionally, integrating
Random Forest models into real-time clinical decision support systems could assist healthcare
providers with early diagnosis and personalized treatment plans. Collaboration with healthcare
professionals in the feature selection and model development process would ensure clinical relevance
and practical utility. By implementing these strategies, future research can address current limitations
and further enhance the model's accuracy, applicability, and impact on diabetes prevention and
management.
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